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( Solved )

Time: 2 Hours ] [  Maximum Marks: 50
Note: Question no. 1 is compulsory. Attempt any three questions from the rest.

Q. 1. (a) Find the order and degree of the follow-
ing recurrence relation. Also determine whether they
are homogeneous or non-homogeneous.

(i) an = an – 1 + an – 2 + ...+ a0Ans.an = an – 1 + an – 2 + ...+ a0is homogeneous, has no order, but has degree1.
(ii) an = nan–1 + (–1)n
Ans. an = nan–1 + (–1)n
is non-homogeneous, has order 1 and degree 1.
(iii) an = an–1 + an–2Ans. an = an–1 + an–2is homogeneous, has order 2 and degree 1.
(b) Solve the following recursion relation using

characteristic equation:
tn =  4tn–1 – 3tn–2 for n > 1
t0 =  0
t1 =  1

Ans. tn = 4tn–1 – 3tn–2 for n > 1
t0 =  0
t1 =  1

The characteristic equation of the recurrence
relation is t2 – At – B = 0

where A =  4
B =  – 3 [By the given relation]

t2 – 4t + 3 =  0
t2 – 3t – t + 3 =  0

t (t – 3) – 1 (t – 3) = 0
(t – 1) (t – 3) =  0

t = 1 and t =  3
  therefore the roots are distinct roots & real

t1 = 1 and t2 =  3
So the solution is

tn =  at1n + bt2ntn =  a1n + b3nTherefore, for to 
Q

t0 =  a 1.0 + b 3.0
0 =  a + b        (i)

Similarly for t1t1 =  a 1.1 + b 3.1
1 =  a + 3b      (ii)

Solving these two equations (i) & (ii) we have
a = 1

2
–  and b = 1

2
Putting these values in the solution we have

1 2
1 1

2 2
–tn t n t n 

This is the final solution.
(c) State and prove the handshaking theorem.
Ans. Handshaking Theorem
If G is a (p, q) – graph with
V (G) = {vi, ...................., vp}and if di = dG (vi),
1   i   p, the 2q = 

1

p
i

i
d .




That is, the sum of the degrees of the vertices of
G is twice the no of edges.

Proof. Consider the set S = {x, e): n  v (G),
eE(G),

x is an end point of e}.
Now we can choose a  vertex 0iV in p ways.

Since di = d (vi), there are exactly di edges incident
with the vertex vi. These edges indicate di elements of
the set S. Adding all the verties of G, we obtain

|S| = 
1

p
i

i
d .




Next we can choose an edge e in E(G) in q ways.

www.neerajbooks.com

www.neerajbooks.com



www.neerajbooks.com

Neeraj 
Publications

2 / NEERAJ : ADVANCED DISCRETE MATHEMATICS (JUNE-2017)

This edge has exatly two endpoints & they indicate
two elements of S. Adding every edge e  E(G), we
obtain |S| = 2q

This is because every edge is counted twice,
once for each of two vertices it concists of. Equation
(i) & (ii), we have the desired result.

(d) Define the following symbols:
(i)  (G)
Ans.(d) (i)  (G)
If G = (V.E) is a (p. q) – graph, then
 (G) – min {dG (x) : x V (G)} is called the mini-

mum vertex degree of G..
 (G) is non-negative integer..
(ii) <S > G
Ans. (ii) <S > G
Let G be a graph and Let S C V (G) By the sub-

graph of the graph G, induced by the set S. We mean
the subgraph H with V(H) = S and the edge set con-
sisting of those edges of G which are joining the
vertices in S. That is, E(H) {xy: x  y, x S y  S, xy
 E(G)}. We denoted H by < S> G

(iii) WnAns. Wn A walk in a graph G is a finite sequence
Wn = {v0, e1, v1, ek, ...ek < , v1 <, en vn } here v0, v1. . . vkvn are vertices of G and e1, e2 . . . ek, en are edges
joining the vertices.

Q. 2. (a) What is meant by complement of a
graph? Find the complement of the C5 graph (i.e.

5C ).
Sol.  Complement of a graph
Let G = (V.E) be a (p. q) graph. Its complement

G , is the graph with V( G ) = V(G) and E ( G ) = {xy :
xy  E(G), x, y, EV (G)}.

If is to be noted that G  is a (p. q) – graph, where
q  = (no. of pairs of elements of V) – q. In a set V with

p elements, there can be C (p, 2) = ( 1)
2

p p –  such

pairs of elements, hence q  = ( 1)
2

p p – – q.

x5

x4 GraphC 5 

x3

x2x1

C 5 

x5

x4

x3

x2x1

(b) What is a complete graph?
Ans. Complete graph–A complete graph is a graph

in which any two vertices are adjacent, i.e., each vertex
is joined to every other vertex by an edge. A complete
graph on n vertices is denoted by Kn.Ex. K1, K2 has two vertices & an edge

K1 2K
(c) Find the generating function for the sequence
02, 12, 22, 32, ...
Sol.  02, 12, 22, 32, ...
Begin with the generating function for
{1, 1, 1, 1, .....}, differentiate, multi, xy by x and

then differentiate and multiply by x once more {1, 1,1,
1, ....}  1

1 – x
{1, 2, 3, 4, .....}   1

1
d
dx – x  = 2

1
(1– )x

www.neerajbooks.com

www.neerajbooks.com



Sample Preview

of

The Chapter

Published by:

NEERAJ

PUBLICATIONS
www.neerajbooks.com



www.neerajbooks.com

Neeraj 
Publications INTRODUCTION

Earlier, we have studied to solve different types
of combinatorial problems using various tools.
However, there are still many other problems
involving counting which cannot be solved only with
the techniques we have learnt till now. For example,
consider the problem of counting number of binary
strings of length n that do not have two consecutive
ones (or zeros).

Let us denote the number of such binary strings
as an, then a1 = 2 and a2 = 3. Also, it can be shown
that an = an–1 + an–2 for n > 2. This is an example of a
recurrence relation. Here it relates the values of an,an–1 and an–2. We can, in fact, find an explicit
expression for an using this relation. In this chapter,
we will study how to formulate such recurrence
relations for solving combinational problems.
Introduced here are recurrence relations of three
well-known examples, the Fibonacci Recurrence,
Towers of Kashi (or Hanoi) and the number of ways
of parenthesising an expression.

Later, we take up more examples  on formulating the
recurrences.

A formal definition of recurrence relation then follows
alongwith terminology related to recurrences e.g. order
and degree of a recurrence relation.

Finally, we analyse the Divide and Conquer
techniques used in the design of algorithms that lead to
recurrences in natural way. The focus is on recurrences
associated with algorithms for locating the maximum and
minimum elements of a list, quick multiplication of
integers etc. Topics covered in this chapter are:

1. Definition of a recurrence relation;
2. Examples of recurrence relations;
3. Setting up of recurrence relations;
4. Writing recurrences for divide and conquer

algorithms.
 CHAPTER AT A GLANCE

THREE RECURRENT PROBLEMS
We start our study of recurrence relations with three

interesting problems that provide a good idea of the

Recurrence Relations

ADVANCED
DISCRETE

MATHEMATICS
RECURRENCES 1
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subject-matter. The first two of these problems are
famous and popular. All three have a solution based
on the concept of recurrences. This is because the
solution to each of them depends on the solution of
smaller instances of the same problem.

Problem 1: Rabbits and the Fibonacci Numbers
n: The problem of breeding rabbits was originally put
forward by Leonardo di Pisa, better known as
Fibonacci. He posed it in 1202 in his book Liber abaci.
The problem is one pair of rabbits, one male and one
female, live on an island. They start breeding at the
end of two months and produce a pair of rabbits  of
opposite sex at the end of each month thereafter.
Suppose fn is the number of pairs of rabbits after n
months. Then f1 = 1. The rabbits start breeding only
after two months and the young ones will be born one
month afterwards. Hence, young ones appear only at
the end of third month. Clearly, the number of pairs of
rabbits is still 1 at the end of the second month i.e f2 =1. At the end of the third month, the pair would have
given birth to one more pair. Table 1 gives further
details. To know the number of pairs after n months,
we have to add the number of pair after n – 1 months
to the number of pairs born in the nth month. However,
the newborns come from pairs at least two months old,
i.e. from the pairs that are already there after n – 2
months; there are fn–2 of  these. Hence, the sequence
{fn|n > 1} satisfies the condition fn = fn–1 + fn–2 if n > 3.
These fn are called Fibonacci numbers.

Table 1: Number of Rabbits on the Island
Months Reproducing Pairs Young Pairs

(at least two (not more than
months old) two months old)

1
2
3
4
5
6

Obviously, we have not yet solved the problem.
However, we have a uniquely defined sequence
describing its future members in term of present
members. We may also define fn as a function of n.
(See Q. 1)

We will take up the Fibonacci sequence again later,
but in the meantime we consider another famous
recurrence problem.

Problem 2:  The Tower of Kashi (or Hanoi)
This problem was first stated by French

mathematician Edouard Lucas in 1883. There is a tower
of eight discs, initially stacked in decreasing size on
one of three pegs as shown in Figure 1.

A B C

Fig. 1: Initial position of the towers
of Kashi (Hanoi) problem

The objective is to transfer the complete tower to
one of the other two pegs, moving only one disc at a
time without at any time moving a larger disc onto a
smaller one. Lucas embellished this tower with a legend
about a much bigger Tower of Brahma, which has 64
discs of gold resting on three diamond needles. “At the
beginning of time”, he wrote , “God placed these golden
diamond needles”, “God placed these golden discs on
the first needle and said that a group of priests should
transfer them to a third, according to the rules above.
The Tower will crumble and the world will come to an
end once that task is finished.”

We now generalise the problem and check the
results for n discs. Let Tn be the minimum number of
moves that will transfer n discs from one peg to another
satisfying the given rules. Obviously, T1 = 1, and T2 =3 (Figure 2). We can first experiment with two disks to
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RECURRENCE RELATIONS / 3
third empty peg to be at its bottom-most position. It
has taken at least Tn–1 moves to put them on that peg.
After moving the largest disc for the last time, we have
to now transfer the n – 1 smaller discs (which are again
on a single peg) back onto the largest disc. This also
needs Tn–1 moves. Therefore, Tn > 2Tn–1 + 1 if n > 2.
Both the inequalities, Tn > 2 Tn–1 + 1 and Tn < 2 Tn–i + 1
can be true only if Tn = 2Tn–1 + 1.

As a matter of fact, the priests of Varanasi will
require a minimum of 264 – 1 = 18446 744 073 709
551 615  moves to transfer the golden discs. At the
superfast rate of one move per second, they will need
more than 5 × 1011 years to complete the task! The
doomsday for us is quite distant!

Example 1: Suppose two candidates A and B get
the same number of votes, n each, in an election. The
counting of votes is mostly carried out in an arbitrary
order and as such during the counting A may lead for
sometime and B may lead for sometime. The number
of ways to count the votes such that A does not lag
behind B at any time is the nth Catalan number. We
can represent a vote for A by + and a vote for B by –.
With this the nth Catalan number is the number of
sequences of pluses and minuses such that the number
of pluses are equal to number of minuses  at any stage
of the sequence. We can call such a sequence an
admissible sequence. We now consider a special case
where 8 votes are polled, 4 for A and 4 for B. One
voting sequence where A never trails is (+, –, +, +, –, –
, +, –). If we omit last two terms, we have the sequence
(+, –, +, +, –, –) with 3 pluses and 3 minuses i.e. there
are at least as many pluses as there are minuses. If the
last term is not considered, we obtain (+, –, +, +, –, –,
+), where there are 4 pluses and 3 minuses, i.e. pluses
are more than minuses.

Example 2. In computer science a data structure
called Stack is often used. A stack is a list which can
be changed by insertions or deletions at its top. An
insertion is termed a push and a deletion is termed a
pop. A sequence of pushes and and pops of length 2n
is said to be admissible if there are n pushes and n  pops
and at each stage of the sequenc there occur at least as

find a general strategy: We first transfer the n – 1
smallest discs to B (using Tn–1 moves), then move the
largest (needing one move) to C. A is now empty and
we can use it to transfer the discs on peg B to C. In this
way, we can transfer n discs.

(for n > 2) in at most 2Tn–1 + 1 moves. Hence, Tn < 2
Tn–1 + 1, if n <  2. We have used “<” instead of “ = ”
here. This is because our strategies proves only that
2Tn–1 + 1 move are sufficient but it does not prove that
we can transfer the discs with lesser number of moves.
In fact, it is not possible to do so. At some point, we
have to move the largest disc. At that time, the n – 1
smallest must be on a single peg because the largest
disc is on one peg and it is now being moved to the

Fig. 2: The moves involved in transferring 2 discs

(b) Disc 2 is moved to peg C

 (c) Disc 2 is moved to peg C

A B

(a) Disc 2 is moved to peg B
A B C

C

A B C
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many pushes as pops. Let there be a string 123...n of
the set N = {1, 2, 3, ..., n} and an admissible sequence
of pushes and pops of length 2n. Each push in the
sequence moves the last element in the input string to
the stack and every pop moves the element on the
top of the stack to the beginning of the output string.
After doing n pushes and pops, the output string is
permutation of N called a stack permutation. The
number of stack permutations of 123... n is the nth
Catalan number. Suppose, we represent a pop by a and
a + push by a –. Clearly, every admissible sequence of
pops and pushes relates to an admissible sequence of
pluses and minuses. Let n = 4 and an admissible
sequence of pops and pushes as (+, –, +, +, –, –, +, –).
The stack permutation corresponding to this is shown
in  Table 2.

Table 2: Stack permutation corresponding
to admissible sequence
(+, –, +, +, –, –, +, +, –)

Sequence Input Stack Output
String String

+ (Push 4) 123 [4] Empty
– (Pop 4) 123 [ ] 4
+ (Push 3) 12 [3] 4
+ (Push 2) 1 [23] 4
–  (Pop 2) 1 [3] 24
– (Pop 3) 1 [ ] 324
+ (Push 1) Empty [1] 324
– (Pop 1) Empty [ ] 1324

Hence, the permutation derived is 1324. It is a stack
permutation of size 4.

We find that in  all the three examples discussed,
we can express the nth term of a sequence in terms
of one or more previous terms and a function of n.
This provides us with a method to calculate the terms
of the sequence accurately, though it may take

sometime. When the relation between the terms is in
a fair form, we can even obtain the recurrence. i.e.
express the nth term as a function of n. We will soon
learn how to solve the three recurrences and get their
function.
MORE RECURRENCES

We have so far studied a variety of recurrent
problems. It is now time to take a close look at setting
up recurrence relations for combinational problems.
When we trying to determine recurrence, we in fact,
try to describe the counting inductively. In general, the
recurrence relation leads to an alternate method of
solution.

Example: Suppose Cn is the number of
comparisons required to sort a list of n integers. We
want to find a recurrence relation for Cn. We first locate
the minimum of the n elements. This is going to be the
first element of the list. We compare the first two
elements and obtain the smaller among the two. We
then compare it with the third element, and so on. To
know the minimum of n elements we must make n–1
comparisons. As an example, if we want to know the
minimum of the list 6, 5, 7, 4, 8 four comparisons would
be needed as shown in Figure 3.

6
5 5

7
4

888
4

8
4
7 5

4
4

Fig. 3: Comparisons for finding the
minimum of 6, 5, 7, 4, 8

We now put the minimum element found as the
first element of the list. Thus we continue to sort the
remaining n – 1 elements with Cn–1 comparisons and
append it after first element. Hence, n – 1 + Cn–1comparisons have to done to sort a list of n elements.
or Cn = Cn–1 + n – 1
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